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***Abstract:*** Crude oil is a critical energy and material resource for socailty and the industry

Oil price flucatuations can inintegerubstanstila doscial and econiimca leffects. Accurate predictions of oil prices

have important economic and social values. However, the price of crude oil is highly nonlinear

under the influence of many factors, so it is very difficult to predict accurately.

It is of great significance to accurately predict the price of Shanghai crude oil futures for guiding China’s domestic production practice.

Low resolution and narrow fields of view (FOV) of current consumer-grade TIR cameras on UAS, combined with the lack of sharpness and texture in many image regions, may cause failure or poor results from structure from motion (SfM) photogrammetric software, which has gained widespread use for generating point clouds from UAS imagery. This paper proposes a photogrammetric approach for generating 3D multispectral point clouds utilizing coacquired TIR-RGB images. A 3D point cloud is first generated from the RGB imagery using standard SfM procedures. Then the TIR attributes are assigned to points, where the image coordinates of the points in TIR images are estimated using transformation parameters obtained from co-registration procedures. To obtain RGB-to-TIR transformation parameters, this study tests 3D and 2D co-registration approaches. The latter produces better results due to the challenge of calibrating the TIR camera as required for the 3D approach. This proposed approach is advantageous for generating TIR point clouds without loss of photogrammetric precision compared with solely TIR-based SfM, as the 3D accuracy, point density, and reliability are greatly enhanced.
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# Introduction

Collection and analysis of data from the thermal infrared (TIR) portion of the electromagnetic spectrum (approximately 3-15 μm) can provide unique information for identifying, describing, and monitoring objects and phenomena for a variety of remote sensing applications (Jensen 2009). Satellite TIR remote sensing utilizes advanced sensors that are very stable and radiometrically well-calibrated (Teillet et al. 2001; Roy et al. 2014), and it is used for many applications, such as meteorological studies, wildfire mapping, urban building energy efficiency, volcanology, etc. (Jensen 2009). However, the spatial resolutions available from existing satellites are coarse. For example, the spatial resolutions of AVHRR, MODIS, and HCMM are 1.1 , 1.0 and 0.6 km, respectively. Landsat 8 TIRS and Landsat 7 ETM+ band 6 can generate imagery resampled to a spatial resolution of 30 m (Javadnejad 2018). Such coarse resolution limits the utility of the imagery in many applications. Although airborne TIR remote sensing from conventional (manned) aircraft is possible, it is not widely available due to the high costs and time-intensive sensor calibration and processing challenges (Jensen 2009; Berni et al. 2009).

The rapid emergence of unmanned aircraft system (UAS) technology has spurred a new era in remote sensing by enabling low-cost acquisition of highly resolute spatial data with customizable revisit times (Colomina and Molina 2014; Pajares 2015; Singh and Frazier 2018; Shi et al. 2016). Aerial imaging using thermal cameras from UAS has excellent potential for close-range, high-resolution thermal remote sensing (Nishar et al. 2016). Multi-source data fusion including the TIR can supplement the information, visual content, and interpretation value of the remotely sensed data (Zhang 2010; Le Moigne, Campbell, and Cromp 2002; Brook, Vandewal, and Ben-Dor 2012). Also, processing of UAS imagery using image-based reconstruction techniques (e.g., SfM) can produce high-resolution, three-dimensional (3D) models (Wood et al. 2017; Javadnejad, Gillins, et al. 2017; Javadnejad, Simpson, et al. 2017; Slocum and Parrish 2017; O’Banion et al. 2018), which enhance the visualization as opposed to planar, 2D images from a distant satellite (Roth, Oke, and Emery 1989).

Consumer-grade thermal cameras are less expensive and have been utilized in many applications, such as buildings heat efficiency, electrical inspection, non-destructive testing, and leak and fire detection, etc. (Gade and Moeslund 2014; Lagüela, Díaz-Vilariño, and Roca 2016). However, there are limitations for UAS-based TIR mapping and remote sensing applications (Gade and Moeslund 2014). It is challenging to process TIR images solely using SfM, largely because the TIR images are blurred and smoothed out, due to the thermal gradient colour coding that occurs in thermal  focal plane arrays (FPAs) during image capture (Ham and Golparvar-Fard 2013; Sledz, Unger, and Heipke 2018). This adversely affects keypoints detection in SfM algorithms that utilize intensity gradients (Harris and Stephens 1988; Szeliski 2010). Application of mobile-lidar plus TIR sensors is not typical in UAS-based remote sensing because these systems rely on the use of global navigation satellite system (GNSS)-aided inertial navigation system (INS) (Colomina and Molina 2014), which can greatly increase cost, weight, and post-processing complexity. For separate data acquisition, the establishment of ground control points (GCPs) is challenging because GCPs must be clearly detectable in all data sources (Brook, Vandewal, and Ben-Dor 2012; González-Aguilera et al. 2012; Lucieer et al. 2014). Moreover, the lower resolution of TIR camera will produce imagery with a coarser ground sampling distance (GSD) that reduces detail and may impact the accuracy of the 3D models (Javadnejad, Gillins, and Gillins 2016). The narrow FOV requires shorter baselines and flight lines to collect UAS imagery of the desired area with sufficient overlap, e.g., 10,000 TIR images compared to 1700 RGB images in the study by Nishar et al. (2016). Therefore, mission planning is limited by the requirements of the lower resolution TIR camera, which can significantly add to the cost of data collection and processing.

The objective of this study is to overcome some of the aformentioned challenges by introducing and evaluating an approach for fusing TIR and RGB images collected from a dual-head camera system mounted on a UAS to generate a 3D point cloud with RGB and TIR attributes. In this approach, the 3D model is first generated using only the RGB imagery. The dual-head offset between the TIR and RGB cameras implies a transformation and is used to establish a mathematical relationship for projecting points from TIR image to 3D space. This approach enables efficient generation of photogrammetrically-accurate TIR-RGB point clouds without the need for depth or INS sensors on the unmanned aircraft. This method is advantageous, because the RGB cameras have a significantly higher resolution than the thermal camera, they are commonly used in SfM software to generate 3D models. The approach also eliminates the need to establish distinct thermal GCPs.

For evaluation and as examples of implementation, coacquired TIR and RGB images from a UAS and a handheld device were processed to generate fused TIR-RGB point clouds and orthoimages. During this processing, both 3D and 2D dual-head calibration approaches were examined to co-register RGB and TIR data. In addition, for a comparison, the conventional approaches were followed to process the TIR and RGB images separately using SfM software. The proposed approach was found to greatly enhance the 3D accuracy, point density, and reliability of the 3D TIR point clouds.

# Current State-of-the-art

## SfM Photogrammetry

SfM is a relatively new photogrammetric approach that is gaining widespread use for generation of high-resolution mapping products (e.g., point clouds and orthoimages) from overlapping imagery acquired with nonmetric, consumer-grade cameras (Javadnejad 2018). The general steps for SfM are shown in Figure 1. The process starts with automatic extraction of keypoints in the imagery. The extracted keypoints are described in descriptors (e.g., SIFT), which are matched based on the maximum likelihood of their multidimensional descriptors. A sparse point cloud is generated by simultaneously solving for the 3D location of the keypoints, as well as extrinsic orientation (EO) and intrinsic orientation (IO) parameters of the camera through bundle adjustment procedures (Lowe 2004; Snavely, Seitz, and Szeliski 2006; Snavely, Seitz, and Szeliski 2008; Triggs et al. 1999). The IO describe the optical characteristics of the camera, such as its focal length, principal point, and lens distortion coefficients, and the EO includes the 3D position and orientation of the camera (Heikkila and Silven 1997). Usually, the reconstructed model is georeferenced to a real-world coordinate system using either GCPs or via GNSS-aided INS on-board. In conventional bundle adjustment both the coordinates of the GCPs and the measured EO can be used as weighted constraints or observations. Georeferencing is typically followed by a second-step bundle adjustment to optimize the sparse point cloud, and IO and EO estimations (Eltner et al. 2016). To complement the sparse point cloud, the multi-view stereopsis (MVS) algorithm is used to generate dense visualization comparable to lidar (Furukawa and Ponce 2010; Snavely, Seitz, and Szeliski 2008; Shao et al. 2016). Mapping products such as mesh surfaces, digital terrain models (DTMs), and orthorectified imagery is generated from sparse or dense point clouds. Some notable commercial SfM software inlcude *PhotoScan* that has been renamed as *Metashape* (Agisoft 2018) and *Pix4DMapper* (Pix4D 2018), and some open source programs are *VisualSfM* (Wu 2011) and *Bundler* (Snavely, Seitz, and Szeliski 2006).

## Multi-sensor data fusion

The integration of infrared thermography with lidar or natural colour imagery is more common in building energy analysis (Kylili et al. 2014). For example, Ham and Golparvar-Fard (2013) proposed an approach for a 3D thermal reconstruction of buildings from simultaneously captured RGB and TIR using SfM, where the EO parameters of TIR camera are obtained from coacquired RGB images. The MVS densification of TIR and RGB images were processed separately to build a 3D spatio-thermal dense point cloud. Vidas et al. (2013) and Vidas et al. (2015) designed robot prototypes that utilize range sensors of Microsoft Kinect and *ASUS Xtion* to obtain depth information for integrating pre-calibrated thermal sensors (Vidas, Moghadam, and Bosse 2013; Vidas, Moghadam, and Sridharan 2015). Similarly, Borrmann et al. (2014) and Hoegner et al. (2018) presented fusion of point clouds from terrestrial lasers canners with RGB and TIR images. In a geological survey, Lewis et al. (2015) collected overlapping RGB images over a small hydrothermal unit, from which a thermal camera collected two images. A DTM was built using the RGB images, then a thermal orthoimage was generated from orthorectification of the two thermal images. Tommaselli et al. (2010) presented an approach for registration of multi-camera setups to generate a colour composite from two rectified RGB and IR images from conventional aerial photogrammetric surveys.

Multi-sensor data fusion of nonmetric UAS data is relatively new. Dios and Ollero (2006) used TIR images in combination with RGB images from a UAS to automatically detect heat loss at windows in a building based on segmentation analysis of single images. Berni et al. (2009) used photogrammetric approaches to combine UAS-based multispectral data with thermal images. The position and orientation data from the autopilot, an existing DTM, and some GCPs were used to build an orthomosaic of a corn farm. Lucieer et al., (2014) performed registration of the hyperspectral imagery and the RGB orthoimage, from separate UAS platforms, through matching GCPs within the ENVI® software (Harris Geospatial 2014). Aasen et al., (2015) developed a method for generating 3D data from hyperspectral images by processing the first band image using SfM; then, they used the alignment of the first band to create dense point clouds for all the other bands in same spatial extent. Nishar et al. (2016) deployed a UAS to collect RGB and TIR imagery with two separate flight missions over a field. RGB and TIR orthoimages were processed separately by using Pix4D Mapper, while the co-registration was done by using several aluminum GCPs visible in both datasets. Hoegner et al. (2016) collected TIR and RGB imagery with two separate flights while keeping the positions and orientations of the separate image set roughly same by using identical flight plans. Then datasets were separately processed to build 3D point clouds, and the differences between camera locations in the separate flights were corrected through a post-processing procedure. Sledz, Unger, and Heipke (2018) presented an approach to independently process RGB and TIR image to build 3D models, while using the geo-tag information from on-board GNSS to put the multi-source images in the same world coordinate system. Maset et al. (2017) presented an approach for creating 3D models directly from unordered, uncalibrated TIR images that are co-registered to an RGB point cloud though iterative closest point (ICP). Honkavaara et al. (2017) presented a technique for registration of hyperspectral bands in complex 3D scenes using tuneable filters, wherein the reference bands are used to reconstruct the scene and then the bands without orientation are matched to the oriented bands.

# Proposed methodology

The overarching objective of fusion is the synergistic use of multiple sensors or data streams, such that the whole is greater than the sum of the parts (Iyengar, Sastry, and Balakrishnan 2003). This work considers a specific type of fusion that involves merging data from multiple sensors to create a georeferenced data product that contains some of the best features of each. This paper proposes and tests a simplified approach for leveraging coacquired TIR-RGB images to generate thermal map products (Figure 2). The approach makes use of dual-head consumer-grade RGB and TIR cameras mounted on a moving platform, such as a UAS. In this method, only the RGB images are used to produce a traditional SfM point cloud, after which the corresponding intensity values from the coacquired TIR images are attributed to the initial 3D point. As a result, each point in the point cloud has a 3D coordinate as well as RGB and thermal attributes. This section provides a discussion of the method, including dual-head calibration, fusing of the coacquired imagery, and generation and visualization of thermal point clouds and orthoimages.

## Fusion

Figure 3 schematically shows a dual-head camera setup mounted on a moving platform. The primary dataset is a collection of high-resolution RGB images, and the second dataset is a collection of low-resolution images from a thermal camera coacquired with the primary camera. The is processed using SfM to build a 3D model of the scene. The result from SfM processing is a point cloud that represents the 3D geometry of the scene. In mapping applications, the points are georeferenced to a geodetic datum, here called a world coordinate system (WCS), denoted as , using a conformal coordinate transformation consisting of scale (), rotation () and translation (). The objective of fusion is to augment with corresponding intensity readings from by defining the relevant to mapping functions.

Functions that map the 3D scene on 2D images in an SfM solution can be described as , where is the point with coordinates in the point cloud, is the projection of the point on the image and is the projection function (depending on the IO and EO for image ). If the transformation of extrinsics of the image ( and ) are applied on the , the point coordinates in the camera coordinate system (CCS) () is acquired (Eq. 1). The CCS is a metric 3D coordinate system with *x* and *y*-axis along the image plane and *z*-axis along the optical axis. The *x*- and *y*- origin is located at the image center (principal point) and negative focal length units () out of the image plane on the *z*-axis. The can be projected on the 2D image plane using the Eq. 2 and Eq. 3 (Heikkila and Silven 1997):

|  |  |
| --- | --- |
|  | (1) |
|  | (2) |
|  | (3) |

where and are the undistorted pixel coordinates of the point in the image , is the focal length, , and are new normalized pixel coordinates, and are the radial and are decentering lens distortion parameters of the primary camera. The pixel coordinates of point on image () are obtained through another coordinate system transformation to change from the 2D coordinates from the CCS into the image coordinate system of the digital image in pixels (Eq. 4) (Heikkila and Silven 1997):

|  |  |
| --- | --- |
|  | (4) |

where and are the principal point coordinate, and and are the skew coefficients. The origin of the image coordinate system is the top-left corner of image and *x*- and *y*-axes to the right and downward, respectively.

As discussed in the following 3D and 2D dual-head co-registration subsections, the proposed fusion method relates the pixel coordinates in the RGB image to the corresponding pixel in the TIR image using the camera models and the offset between the dual-head cameras. The mean of TIR pixel values that include can be converted to an absolute temperature using Eq. 5

|  |  |
| --- | --- |
|  | (5) |

where is the number of overlapping images having the point, is the image intensity value point in secondary image , and is a function that converts the digital number to absolute temperature values defined by radiometric calibration of the thermal camera.

### 3D co-registration approach

For a dual-head camera system, such as the setup shown in Figure 3, offset of secondary cameras with respect to the primary camera is described as lever-arm and boresight differences. is the distance between origin of the daul-head cameras and includes sequential rotations around the *x*, *y*, and *z*-axis. The offset is assumed constant for a rigid-body system. Estimating the level-arm and boresight offsets requires a multi-camera calibration that is usually performed by taking multiple images of a calibration pattern, such as a checkerboard with known measurements, and solving for the IO and EO of both cameras (Heikkila and Silven 1997; Salvi, Armangué, and Batlle 2002; Bo Li et al. 2013). A specific pattern is required for TIR cameras that have different objects with variation in temperature, emissivity, and reflectivity. The EO parameters (rotation and translation) of primary () and secondary image () are used to estimate the lever-arm (Eq. 6) and boresight (Eq. 7) for each pair. The estimated distances and Euler angles are averaged to calculate the final offset of the dual-head camera systems.

|  |  |
| --- | --- |
|  | (6) |
|  | (7) |

Having the and between primary and secondary cameras, and intrinsics of secondary cameras, the equivalent pixel coordinate of the SfM points from the primary image can be estimated in the secondary image, An important distinction is that the geometry is not built using the secondary imager set because their aforementioned limitations do not allow reconstruction of the 3D point cloud through SfM procedures. However, using the proposed methodology it is possible to perform a reverse SfM and estimate the equivalent 2D coordinate in the secondary image. This approach is different than orthoretrification that involves removing the effects of image perspective and terrain to create orthoimages. Algorithm 1 shows the pseudo-code for the 3D offset procedure. Eq. 1 is first used to calculate the coordinates of the point in the primary camera coordinate system (). Next, the coordinates of the point in secondary camera coordinate system (). are estimated using Eq. 8. Finally, the secondary image pixel coordinates ) are calculated following the steps in Eq. 1 – 4, while the intrinsics of the secondary camera is used.

|  |  |
| --- | --- |
|  | (8) |

Algorithm 1: The pseudo-code for 3D co-registartion approach

|  |  |
| --- | --- |
| **Inputs:** | 1. Results from SfM processing of primary images    1. Georeferenced point cloud in format    2. Georeferencing parameters    3. Camera EO for primary images 2. A set of coacquired thermal images 3. Camera IO for secondary camera 4. 3D co-registration parameters including lever-arm and boresight |
| **Output** | Georeferenced point cloud augmented with thermal intensity as |
| **steps** |  |
| 1 | Read the consisting of points |
| 2 | **for** *j* =1 to |
| 3 | Read |
| 4 | **end for** |
| 5 | **for** *i* = 1 to |
| 6 | **for** *j* = 1 to |
| 7 | Calculate from using |
| 8 | Calculate from using Eq. 1 |
| 9 | Calculate using in Eq. 8 |
| 10 | Calculate using in Eq. 2 – 4 |
| 11 | **if** point is in |
| 12 | Store the pixel value reading at in a vector |
| 13 | **end if** |
| 14 | return thermal intensity vector |
| 15 | **end for** |
| 16 | Calculate the mean of thermal intensity vector using Eq. 5 |
| 17 | Convert intensity to an absolute temperature value |
| 18 | Return the augmented point |
| 19 | **end for** |
| 20 | Return the augmented point cloud |

### 2D co-registration approach

The 3D approach requires accurate calibration of both primary and secondary cameras. In consumer-grade thermal camera, in addition to the challenges of constructing a hot/cold calibration panel that differs from the traditional black and white checkerboard, it is also challenging to acquire imagery of a calibration pattern that consistently yields precise calibration results. The reason is that the uncertainty in the localization of the corners and points from a consumer-grade thermal camera, due to the lack of sharp edges between objects, is significant enough to generate mediocre results (Ellmauthaler et al. 2013; Choi, Kim, and *Ra* 2010; Hoegner et al. 2018). These limitations make the calibration of a thermal camera a challenging task (Yilmaz, Shafique, and Shah 2003). When accurate multi-camera calibration is not achievable, a 2D transformation can be used to register images in the 2D domain (Eq. 9). This simplified approach assumes that the 3D offset is small enough that perspective differences between adjacent RGB and TIR images are minimal so that the differences between the two cameras can be canceled through a 2D image-to-image affine transformation. The advantage of using affine transformation over polynomial transformations is that the latter ones use a generic model in which the coefficients do not have the same interpretability as the affine transformation and could lead to overfitting, depending on the order of the polynomial used. Additionally, since the affine transformation is just a special case of the projective transformation that preserves parallelism, so the affine transformation is sufficient and appropriate. The 2D affine transformation parameters is easily estimated through a least square adjustment of a set of corresponding feature points selected in paired images with a minimum of three pairs points (Ghilani 2011). The 2D affine transformation can be represented by multiplication of four separate transformations including translation (), scale (), shear (), and rotation () as shown in Eq. 10:

|  |  |  |
| --- | --- | --- |
|  | (9) | |
|  | | (10) |

where, are 2D translation components, is scale, is shear and is rotation.

The 2D co-registration is a simplified approach, that compared to the 3D boresight and lever-arm calibration, it handles all but a portion of 3D differences and intrinsics of the secondary camera and including: (1) the focal length of secondary camera ( and *z*-axis of lever-arm () through ; (2) the *x-* and *y-*axis of lever-arm () and principal point coordinate of secondary camera () through ; (3) skew coefficient through ; and (4) boresight rotation around *z-*axis () through , while boresight rotations and lens distortion parameters of secondary camera are not considered compared to the 3D approach. For achieving better results, it is recommended to first undistort the TIR images if a camera model exists. If the dual-head cameras are tilted, e.g., cameras with converging *z***-**axis, the 2D perspective projection (Mikhail, Bethel, and McGlone 2001) will be a better choice than the affine transformation. Algorithm 2 shows the pseudo-code of the 2D image registration procedure. The main difference here is that instead of performing the 3D transformation from to and calculating , the is calculated first using the accurately estimated primary camera IOs. Then, the co-registration parameters are used to correct for to misalignment.

Algorithm 2: The pseudo-code for 2D image registration approach

|  |  |
| --- | --- |
| **Inputs:** | 1. Results from SfM processing of primary images    1. Georeferenced point cloud with format    2. Georeferencing parameters    3. Camera IO of primary camera    4. Camera EO for primary images 2. Set of coacquired thermal images 3. 2D co-registration parameters |
| **Output** | Georeferenced point cloud with thermal intensity as |
| **steps** |  |
| 1 | Read the consisting of points |
| 2 | **for** *j* =1 to |
| 3 | Read |
| 4 | **end for** |
| 5 | **for** *i* = 1 to |
| 6 | **for** *j* = 1 to |
| 7 | Transform to using transformation parameters |
| 8 | Calculate pixel coordinates in image using Eq. 1 - 4 |
| 9 | **if** point is in |
| 10 | Calculate coordinate of in using Eq. 9 |
| 11 | Store the pixel value reading at in a vector |
| 12 | **end if** |
| 13 | return thermal intensity vector |
| 14 | **end for** |
| 15 | Calculate the mean of thermal intensity vector using Eq. 5 |
| 16 | Convert intensity to the absolute temperature value |
| 17 | Return the augmented point |
| 18 | **end for** |
| 19 | Return the augmented point cloud |

## Visualization

### Point cloud

Here, we propose an integrated visualization method that blends true colour and TIR intensity-scale colour point clouds into a new colour space that accentuates relatively hot and cold regions. Modified from Vidas et al. (2013), the integrated visualization is presented in Figure 4 and formulized in Eq. 11 and Eq. 12, where the true colours are first converted to grey-scale colours, then weight-blended with intensity scale colour to genereate fused colours ( (Eq. 11). is colour-ramp mapping function, is grey-scaling function, and is weighting function (Eq. 12). is zero at the mean temperature () and 1 at hottest () and coldest () spots. The brightness of the grey-scale point cloud can adjusted by , for enahnced vizualion (e.g., to decrease brightness if the scene includes bright objects).

|  |  |
| --- | --- |
|  | (11) |
|  | (12) |

### Raster

It is possible to generate planimetric mapping products from a 3D model, such as a DTM and an orthoimage. A TIR orthoimage can be generated from the point cloud by interpolating the point cloud onto a regular *x*-*y* grid and assigning thermal intensity as the *z*-values. The most common interpolating techniques include natural neighbor, inverse distance weighted (IDW), triangulated irregular network (TIN), and kriging (Guo et al. 2010; Javadnejad 2013; Javadnejad, Waldron, and Hill 2017). The proposed method of integrating RGB-TIR-DTM data is through building a hillshade raster of the DTM and integrating it with grey-scale colour composed of RGB data (Nagi 2012; Javadnejad, Alinia, and Behnia 2011), then overlaying the composite grey-scale image with a transparent colour mapped TIR image. The implementation of this approach is later presented in the results section.

# Experimental datasets and data processing

The proposed approach was tested on images taken by two systems with dual-head TIR and RGB cameras. A checkerboard with thermal and visible calibration patterns was used to perform boresight and lever-arm calibration for camera sets. First, the RGB and TIR images were processed separately using *PhotoScan* 1.4 (Agisoft 2018) to generate conventional SfM point clouds. Georeferencing was performed by identifying the GCPs in the images and providing the known coordinates as presented by Javadnejad and Gillins (2016). A mask was applied to TIR images to omit pixels overwritten with header pixels, logos or scale bars. In the case that SfM-MVS from the TIR images was feasible, the accuracy of reconstruction is evaluated. The proposed 2D and 3D co-registration approaches are used to generate fused RGB-TIR point clouds. The performance of the RGB-TIR co-registration through the proposed techniques is evaluated by making 3D distance measurements on point clouds between a number of features distinguishable in the RGB and TIR images.

## Platforms

The platforms for testing include a *FLIR® E6* handheld unit (Figure 5a) and a *SenseFly®* *Albris* UAS (Figure 5b). Both platforms are equipped with dual-head TIR-RGB cameras with specifications listed in Table 1. The *FLIR E6* has a comparatively better thermal camera (160 × 120 pixels), and the *Albris* has a higher resolution RGB camera (38-megapixel), but a very low-resolution TIR camera (80 × 60 pixels). Ideally, the dual-head cameras should be perfectly synchronized; however, in practice, the synchronization will have some error due to difference in frame rates and triggering systems responses. Due to the extended processing and storing time of the higher-resolution RGB images, the time synchronization error is more substantial in the *Albris* than for the *E6*.

For both platforms, the image intensity values were converted to absolute temperature values (Eq. 5) using the factory radiometric calibration information. The *Albris* stores the temperature data in units of milliKelvin (mK) in raw image format. However, the *E6* does not support the raw output, but stores the processed, colour mapped TIR images in jpeg format. To convert the *E6* values, data collection was operated with a fixed temperature range with and as the minimum and maximum temperature values. Using the fixed bar temperature range the intensity reading on image was converted to grey-scale and then to temperature values using Eq. 13:

|  |  |
| --- | --- |
|  | (13) |

where and range between 0 and 255, and are the minimum and maximum intensity value readings in the grey-scale image.

## Camera calibration

An 11 × 11 checkerboard pattern made of cardboard paper and highly reflective metal squares of 1.5 inches (38.1 mm) was used to create a thermal calibration pattern. The thermal contrast was generated for calibrating the handheld *E6* camera by holding the calibration pattern to reflect the cold sky (Figure 5d). The thermal contrast was generated for calibrating the *Albris* by using heat lamps (Figure 5f). In total, 80 RGB-TIR image pairs of the checkerboard were collected using each platform. The calibration was performed using the Caltech Camera Calibration Toolbox for *MATLAB®* (Bouguet 2004) to estimate the IO and EO of RGB and TIR cameras. Figure 5c – 7f show examples of pairs of images taken by the cameras, where the corners were extracted for calibration of the cameras. The boresight and lever-arm differences were calculated using the Eq. 6 and 7. The 2D affine transformation parameters for image registration were estimated by using the matching points in the paired images. The 2D coordinates of the extracted points from the toolbox (i.e., 144 per each image) were used to calculate the parameters of the affine transformation.

The boresight and lever-arm calibration was found to be a challenging task due to the very low-resolution TIR images which are often blurry. As presented in Table 2, the coefficient of variation (CV) of the estimates are substantial, and this problem can also be caused by weak configuration of a number of image pairs. This highlights the previous discussion on the difficulty of obtaining accurate multi-camera calibration parameters for TIR images and explains why the 2D co-registration parameters ultimately yields better estimates compared to the 3D approach. This shortcoming also underscores some of the difficulty of working with consumer-grade, low-resolution TIR cameras; nevertheless, the research presented herein aims to study the usability of such cameras which are often used in UAS remote sensing.

## Sites

The locations of the sites are shown in Figure 6, and the summary information of the datasets is listed in Table 3. The pair images were collected following different patterns and orientations for each site, e.g., unorganized, oblique for site 1, circular for site 2, and nadir, aerial for site 3.

### Site I: Kearney Hall

This site is the exterior of Kearney Hall on Oregon State University Campus in Corvallis, Oregon (Figure 6b). The handheld *E6* was used to collect 95 terrestrial RGB-TIR image sets, such as those shown in Figure 6c. The data was collected after sunset with an average ambient temperature of 18°C (Table 3). The models were georeferenced by placing markers on a number of window corners. The 3D coordinates of the corners were obtained from matching window corners in an existing lidar dataset (Figure 7a) that was collected in 2015 (Mahmoudabadi, Olsen, and Todorovic 2016). The same lidar dataset was also used to estimate the accuracy of the 3D reconstruction by performing a cloud-to-cloud comparison (Lague, Brodu, and Leroux 2013) between the lidar and SfM-MVS point cloud in *CloudCompare* (Girardeau-Montaut 2017). The section of the lidar point cloud including Kearney Hall had 4.6 million points, as listed in Table 3.

### Site II: Brownsville power station

This site is a power substation managed by Pacific Power (https://www.pacificpower.net) located in Brownsville, Oregon (Figure 6b). The *Albris* was deployed to collect RGB-TIR (example imagery is shown in Figure 6c). For safety purposes, the flights were carried out with 20 feet clearance from all electrical equipment, 10 m clearance from the facility fence, and without directly flying over the equipment. To minimize the impact of the uncertainty in the time-synchronization between the RGB and TIR imagery acquired from the *Albris*, the flights were conducted on a day with no wind and a low flight speed (Table 3). In total, 165 images were collected during three automated flight missions with horizontal and cylindrical patterns. The flight pattern (image alignments) is shown in Figure 6d. For georeferencing, 17 GCPs were placed on the site and were surveyed using a dual frequency GNSS rover in real-time kinematic mode utilizing the Oregon Real-time GNSS Network (Allahyari et al. 2018; Tahami et al. 2018).

### Site III: Adair RC club

This site is the Brian Unwin Field, Benton County Radio Control (RC) Club’s field in Adair Village, Oregon (Figure 6b). The field has sufficient thermal contrast with a black material RC airplane runway, a small wooden cabin building, and grass. The UAS platform, the GCP network distribution, and the surveying technique for establishing GCPs were similar to site II. Two flights were conducted at 100 and 45 m above ground level (AGL). The first flight aimed at collecting imagery of the overall site, and the second collected detailed imagery of the building. Both flights were operated in a nadir, aerial photogrammetric pattern with 90% sidelap and endlap, resulting in the collection of 101 images (Table 3).

## Data processing

The location and orientation of the cameras for RGB images of the sites resulted from *PhotoScan* is presented in Figure 6d; in addition, the dense RGB point clouds for sites 1, 2 and 3 are presented in Figure 7b, 8a, and 9a, respectively. Direct SfM processing of only the TIR images was challenging and hardly successful for the three sites. For instance, the SfM processing of only the TIR images for site 1 resulted in a 3D point cloud that was not geometrically rich with low point density (Figure 7c), as there were only points in the TIR point cloud compared to points in the RGB point cloud (Figure 7b) (Table 3).

A cloud-to-cloud comparison between the TIR or RGB point clouds for site 1 with the existing lidar data also showed a considerable relative difference. The root-mean-square of the 3D reconstruction error () was calculated in *CloudCompare* based on absolute 3D distances (LC2C) (Lague, Brodu, and Leroux 2013) of SfM-MVS against lidar point clouds. The was 0.23 m for the RGB model (Figure 7b) and 1.96 m for the TIR model (Figure 7c) of in site 1. Unfortunately, SfM processing of the TIR images for sites 2 and 3 failed to reconstruct the 3D geometries.

The proposed methodologies for 3D and 2D co-registration were developed using custom *MATLAB®* scripts based on the algorithms described in Algorithm 1 and Algorithm 2. The dense RGB point clouds from *PhotoScan* were stored as *ASCII* text files, and the estimated camera IO and EO parameters were exported as *Extensible Markup Language* (*XML*) files. The *MATLAB* scripts read the output from *PhotoScan*, including the initial RGB point cloud (*ASCII* file) and the camera parameters (*XML* file) to estimate the image coordinate of the points in TIR images. Then the thermal intensity values are mapped on the point cloud as an additional TIR field. In addition, custom *MATLAB* tools were developed to generate fused visualization with integrated RGB-TIR colour mapped point clouds based on Figure 4. In order to quantify the registration error in the proposed approaches, the root-mean-square error of registration, , was calculated by making distances measurements between same distinct features that are detectable in both the RGB and TIR point clouds. The measurements were made in the RGB-TIR fused visualization using *CloudCompare* for about 20-25 points.

The TIR orthoimage was generated from 2D image registration TIR point cloud using the cloud to raster conversion tool in *CloudCompare*. *PhotoScan* and *CloudCompare* are able to generate the RGB orthoimage and DTM raster files; nevertheless here the result from *CloudComapre* is utilized. In order to integrate all RGB-TIR-DTM data into a single raster for better visualization, the resultant raster data were imported into *Esri®* *ArcMap* (Esri 2016). As described in the proposed methodology section, a hillshade model was generated from the DTM in *ArcMap*; then the RGB orthoimage was converted to a grey-scale image, which was later integrated with a hillshade model in *ArcMap*. The resultant combined raster (featuring colour and topography), was overlaid by the transparent layer of the colour mapped TIR orthoimage.

# Results and Discussion

Figure 7d and Figure 7e show the TIR point cloud for site 1 using the proposed 3D and 2D co-registration approaches, respectively. A brightness value of (Eq. 11) was used for a better presentation of the bright objects in the grey-scale point cloud. Similarly, the results for site 2 and 3 are shown in Figure 8 and Figure 9. Both 3D and 2D co-registration approaches were able to construct 3D TIR point clouds; however, the results of the 3D approach method were not stable for all three sites. The is considerably higher for the 3D approach: 1.27 m and 4.85 m for sites 1 and 3, as compared with 0.22 m and 0.20 m for the same sites using the 2D approach (Figure 7e, 9c). The relatively poorer result from the 3D approach is believed to be due to the inaccurate/imprecise camera calibrations and the subsequent multi-camera boresight differences estimates. This issue can be seen in Table 2, where estimated boresight parameters, especially the rotations values, have a considerably high CV. In contrast, the use of the same extracted checkerboard corners for estimating the 2D approach yields smaller variation and more precise results, showing that the platform with a higher resolution TIR camera was able to yield a calibration model with improved accuracy.

Figures 7f, 8e and 9d show the TIR-RGB fused, colour mapped point clouds for the experimental datasets. In addition, Figure 10d shows a fused, colour mapped orthoimage of site 3 that is made of the grey-scale RGB orthoimage (Figure 10b) integrated with the hillshade model (Figure 10c), which finally was overlaid with a 20% transparent, colour mapped TIR orthoimage (Figure 10a).

The inclusion of both RGB and TIR data in the 3D point cloud significantly enhances visual analysis of the final product, as can be seen in Figures 7f, 8e and 9d. The fusion method allows visualization of the thermal data while inheriting the higher accuracy and resolution of the RGB point cloud. In addition, since the data are referenced together, maps can also be made by overlaying a TIR orthoimage from the point cloud on the RGB orthoimage, as depicted in Figure 10d. Following the proposed approach, all map products can be scaled to the real world without a need for thermal GCPs that can be difficult to establish in the survey. For example, site 1 uses a local coordinate system, while sites 2 and 3 utilize NAD 83(2011) Epoch 2010.0 Oregon State Plane North (FIPS 3601) coordinates. Having data in a known coordinate system significantly enhances its utility, by enabling overlay with other georeferenced data products and subsequent geospatial analysis in a GIS.

Besides possible shortcoming of the registration techniques, inaccurate thermal readings and thermal drift can cause overlapping TIR images to have different thermal values at the same location. The reported thermal accuracy for the TIR cameras tested in this study is about ±3°C or ±5% of the readings. Thermal drift might also result in a change in the temperature of the environment from one flight to other flight, especially for larger sites or from flights at different times of the day. Computing and using the mean or median of the thermal values from several overlapping images of a point (Eq. 1) appears to reduce the effects of drift. The redundant observations help to generate a seamless thermal model in areas with several overlapping images. In locations with limited or minimal image overlap, thermal drift may create a pseudo-thermal gradient, such as can be seen near the edges of Figure 10d.

# Conclusions and recommendations

Fused TIR and RGB 3D models generated from UAS imagery offer great potential for mapping heat loss, supplementing non-destructive testing of structures, aiding in the inspection of electrical parts, and more. This study tested a simplified approach for generating 3D TIR point clouds from coacquired TIR and RGB images for remote sensing applications. The constructed TIR point clouds are georeferenced to the same coordinate system as the RGB clouds. The resultant point cloud preserves the spatial density and resolution of the RGB point cloud while adding TIR attributes. The integrated visualization approach tested in this study enables 3D point cloud and 2D raster representation of RGB and TIR data in one model, enhancing the visual interpretation and analysis of the remotely-sensed data. The approach does not require additional depth sensors, such as lidar, or GNSS-aided INS for registration purposes.

The average of the intensity readings at thermal images are converted to an absolute temperature value and mapped as additional spectral information of the spatial point. The relative differences between cameras are determined by finding either a 3D boresight rotation and lever-arm between cameras or by finding 2D coordinate transformation parameters to register the TIR and RGB images together. The 3D approach requires accurate multi-camera calibration parameters that are challenging to estimate. In a simplified approach, the 2D approach considers the parallax displacement caused by the stereo view of multi-cameras negligible. Between the 3D and 2D approaches, the former is the more theoretically correct, because it is based on mathematics that model the actual imaging geometry, whereas the latter is akin to a simple image warp. However, comparison of the RMSE of TIR-RGB registration (Figure 7 and Figure 9) shows that the 2D image registration approach performed better, likely as a consequence of the reliance of the 3D approach on accurate geometric camera calibration, which is difficult to achieve for consumer-grade thermal cameras. The 2D approach does not require *a priori* geometric camera calibration and was found to be effective in this study.

In general, the approach is appropriate for cases when processing the overlapping TIR images solely with SfM fails due to lack of features to be matched between photos, or the reconstructed model does not meet accuracy requirements. For evaluation, and as examples of implementation, coacquired TIR and RGB images were collected at three sites using from either a UAS or a handheld device. First, the direct SfM-MVS was used to processes RGB and TIR images separately. While the SfM processing of RGB images was able to generate reliable, RGB dense point clouds, the conventional method on TIR data failed for two of the three sites, and the resultant point cloud for the remaining site was geometrically poor. While a limitation of the approach is that it can only be applied to thermal imagery collected during the day (due to the need for coacquired RGB imagery), it was found in this study to be a reliable, computationally efficient method of producing dense, accurate RGB-TIR point clouds.

In future work, the proposed integration and visualization can be integrated into standard SfM software packages and workflows. Additionally, thermal drift can be corrected by normalization of the images before processing or through post-processing steps by considering the locations pixels. Yet another challenge that can be addressed in future work relates to collecting data over large spatial extents, as temperature changes during the UAS data acquisition can hinder the subsequent merging and analysis of the data products. Radiometric calibration was considered beyond the scope of the present study; however, in-situ radiometric calibration of the thermal camera might improve the spectral content of the data. As an alternative for checkerboard setups in future works, 3D targets can be used to estimate calibration parameters that may improve camera calibration estimations. Time synchronization of multi-camera setups is another major challenge that can significantly impact the mapping quality. TIR-RGB image feature matching and auto-registration can handle non-synchronized dual-head camera captures; however, extraction of identical features and co-registration based on the extracted pair is challenging for images of different spectral bands at the scene without well-designed calibration patterns. It is recommended that follow-on studies be conducted to address these topics.
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